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Abstract: Opinion Mining (also referred as Sentiment Analysis) refers to the use of natural language processing, text analysis and computational linguistics to identify and extract subjective information in source materials. For any type of information gathering, we always see what the opinions of people about that product are or any service provided. With the growing availability and popularity of opinion-rich resources such as online review sites and personal blogs, new opportunities and challenges are now available for people. Opinion Mining is such a field that helps user know the reviews about any product or service he / she is interested in. Opinion Mining is a task of extracting from a set of documents expressed by a source on a specified target.
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I. INTRODUCTION

The World Wide Web is increasing at an alarming rate not only in size but also in the types of services and contents provided. With the rapid growth of e-commerce, more and more products are sold on the web and more number of customers is also buying products online. Now-a-days people are dependent on internet be it any information about product or services or reviews for it. Due to the large number of reviews, it is hard for potential customer to get efficient review details, it is a challenging task. Also instead of referring the newspapers that only contain a five star based rating which are usually not accurate, therefore, many users are dependent on websites that provides ratings as well as a brief review about others opinion.

Opinion Mining is an area of text mining that has recently received a lot of attention due to huge amount of opinion or reviews available in web documents. Thus Opinion mining is also called as Sentiment Analysis. Opinion mining can be defined as a sub-discipline of computational linguistics that focuses on extracting people’s opinion from the web. Opinion mining typically occurs in two or three stages:

1. The input text is split into sections, such as sentences, and each section tested to see if it contains any sentiment: if it is subjective or objective.
2. The subjective sentences are analyzed to detect their sentiment polarity.
3. The object about which the opinion is expressed may be extracted.

Our project uses concept of Opinion Mining which helps to extract user’s opinions in the form of comments. It gives results based on the polarity of the comments i.e., positive or negative polarity.

Based on the comments given by the user, we classify the movie in the following three categories:

1. Not Worth Watching
2. 50-50
3. Worth Watching

II. RELATED WORK

Most of the movie websites categorizes movie on the basis of rating provided by the user. In our project, movie is classified on the basis of comments given by the user.
Baby (I) (2015)
U/A | 159 min | Action, Crime, Thriller | 23 January 2015 (India)

Your rating: ★★★★★★★★☆ ☆/10
Ratings: 8.5/10 from 19,668 users
Reviews: 182 user | 20 critic

An elite counter-intelligence unit learns of a plot, masterminded by a maniacal madman. With the clock ticking, it's up to them to track the terrorists' international tentacles and prevent them from striking at the heart of India.

Director: Neeraj Pandey
Writer: Neeraj Pandey
Stars: Akshay Kumar, Danny Denzongpa, Kay Kay Menon
See full cast and crew »

PK
By Bollywood Hungama News Network, 19 Dec 2014, 08:03 hrs IST
Rating: 4.5/5 ★★★★★

It has become a trend of sorts now that the year ends with a major release by none other than Aamir Khan in the month of December. After the release of DHOOM 3, as we gear up for the Christmas holidays, Aamir Khan brings his new film PK.

Said to be a comedy-drama, the makers of the film have managed to keep the story tightly under wraps, despite the film's heavy promotions. As already reported in the media, Aamir Khan plays the role of an alien, something that is relatively new in Bollywood. Add to that, director Rajkumar Hirani wielding the megaphone after three back-to-back hits. PK has managed to generate tremendous hype prior to its release. However, does the film manage to live up to the expectations, will the past success (3 IDIOTS) of the Aamir Khan - Rajkumar Hirani combination work its charm in enticing the audiences to the theatres, will PK be a Christmas gift to cherish for the film loving audiences? Let's analyze.

The film starts off with PK (Aamir Khan), an alien, landing on earth, in the desert of Rajasthan, to study about human beings and life on earth. Arvind starrs naked on a earth, PK has a rough start on the planet when his tracking remote, that helps him send signals back to his spaceship, gets stolen. He now has to find the remote to contact his spaceship and till then survive on earth on his own. Unaware of human mannerisms, language, or life in general on earth, PK finds it difficult to adjust. However, fate brings him in touch with Shaila Singh (Sarayu Dutt) who becomes his dear friend and helps him with life on earth. But destiny takes PK to Delhi. From here on starts a whirlwind story of a stranger in the unknown city of Delhi asking questions that despite their innocence hold a valuable and deep meaning. Aided on by Jagat Janani (Anushka Sharma) who learns up with him on this journey, PK challenges some of the oldest rituals of religion that are ruling life of people on earth. For the performances, Aamir Khan excels in the title role. This is probably one of the most challenging characters that he has played so far and with his stellar performance, Aamir Khan carries the film all the way. His childlike innocence, his shaggy accent and his love for 'paint' only adds layers to the character of PK. Anushka Sharma, who has in her previous releases earned quite a bit of critical acclaim, does a good job as Jagat "Jaggu" Janani. She stands shoulder to shoulder with Aamir through the entire film.

Sushant Singh Rajput is impressive in an extended cameo. Saif Ali Khan, though good, seems to be underutilized along with Boman Irani who too could have been given a meatier part. Sanjay Dutt, on the other hand, manages to carry off his role as a Rajasthan man with panache.

Music of PK is composed by Shantanu Moitra, Ajay-Atul and Ankit Tiwari and the lyrics are penned by Swanand Kirkire, Ameet Varma and Manoj Muntashir. Songs like 'Nanga Punga Dost', 'Thakki Chokri' and 'Love Is Waste Of Time' have already gained popularity and they take the story forward in the film. 'Chaar Kadami' featuring Sushant Rajput and Anushka Sharma is a soft number that sets the mood for romance just right.
III. WORK FLOW

Fig: Workflow Process

Fig: Flow of our project
IV. WORKING

Our proposed System will have two types of users, registered user or unregistered user. Unregistered user can view the trailer and can only read comments. The registered user can view trailers give comments and rating.

Fig. Trailer, Comments And Rating

The privilege of being a registered user is that he gets suggestions based on his search history and the movie he/she searches are visible in recently viewed section.

Fig. Suggestions
The comments given by user are stored in database and then keywords are extracted. The extracted keywords are checked for its polarity (i.e. positive and negative) using Naive Bayes Algorithm.

![Fig. Comments Database](image1)

![Fig. Expert Comment view](image2)

The comments provided by registered user are classified in the following three categories:

- Not Worth Watching
- 50-50
- Worth Watching
V. BAYES ALGORITHM

As written in [4], Bayes Theorem is a statement from probability theory that allows for the calculation of certain conditional probabilities. Conditional probabilities are those probabilities that reflect the influence of one event on the probability of another event. The term generally used in Bayes’ theorem is prior probability and posterior probability. The prior probability of a hypothesis or event is the original probability obtained before any additional information is obtained. The posterior probability is the revised probability of the hypothesis using some additional information or evidence obtained.

Bayes’ Theorem can be written as:

\[
P(A|B) = \frac{P(B|A) P(A)}{P(B)}
\]

(Eq.1)

Where,

- \( P(A) \) is the prior probability of \( A \)
- \( P(B) \) is the prior probability of \( B \)
- \( P(A|B) \) is the posterior probability of \( A \) given \( B \)
- \( P(B|A) \) is the posterior probability of \( B \) given \( A \)

Since the denominator \( P(B) \) in Eq. 1 is the probability of the evidence without any knowledge of the event \( A \), and since the hypothesis \( A \) can be true or false, Bayes theorem can also be written as,

\[
P(A|B) = \frac{P(B|A) P(A)}{P(B|A) P(A) + P(B|\neg A) P(\neg A)}
\]

(Eq. 2)

Where,

- \( P(\neg A) \) is the probability of \( A \) being false
- \( P(B|\neg A) \) is the probability of \( B \) given \( A \) is false

NAÏVE BAYESIAN:

A naïve Bayes classifier is a probabilistic classifier based on applying Bayes’ theorem with strong independence assumptions. The naïve Bayesian classifier was first described in 1973 and then in 1992. When represented as a Bayesian network, a naïve Bayes classifier has the structure depicted in Figure 1. It shows the independence assumption among all features in a data instance.

ALGORITHM:

A naïve Bayes classifier can be defined as below. Variables are denoted using capital letters such as \( X_i \), and their values will be denoted by lower-case letters such as \( x_i \), and sets of variables are denoted by boldface letters such as \( X \).

Let \( X = \{X_1, \ldots, X_n\} \) be a finite set of observed random variables, called features, where each feature takes values from its domain \( D_i \). The set of all feature sets is denoted by \( \Omega = D_1 \times \ldots \times D_n \). Let \( C \), such that \( c \in \{0, \ldots, u - 1\} \), be an unobserved random variable denoting the class of a set of features.
A hypothesis \( h : \Omega \rightarrow \{0, \ldots, u - 1\} \), that assigns a class to any given set of variables is defined as a classifier. Each class \( c \) is assigned a discriminant function \( f_c(x) \), \( c = 0, \ldots, u - 1 \). The classifier selects the class with the maximum discriminant function on a given set of variables, written as \( h(x) = \arg \max_{c \in \{0, \ldots, u\}} f_c(x) \).

The Bayes classifier \( h^*(x) \) uses the posterior probabilities given a set of variables as the discriminant function, i.e. \( f^*(x) = \text{argmax}_{c \mid X = x} f_c(x) \). Applying Bayes’ theorem from Eq. 1 to this function gives \( (C = c \mid X = x) = \frac{P(C = c) \cdot P(X = x \mid C = c)}{P(X = x)} \). Since \( P(X = x) \) is the same for all classes it can be ignored. Hence, the Bayes’ discriminant function can be written as
\[
f^*(x) = P(X = x \mid C = c) \cdot P(C = c)
\]
where \( P(X = x \mid C = c) \cdot P(C = c) \) is called the class-conditional probability distribution (CPD). Thus the Bayes’ classifier written as in Eq. 3 finds the maximum posterior probability hypothesis given \( x \).

\[
h^*(x) = \arg \max_c (X = x \mid C = c) \cdot (C = c)
\]  
(Eq. 3)

Applying the assumption that features are independent given the class on Eq. 3, we can get the naïve Bayes classifier.

\[
f_{c \text{NB}}(x) = \prod_{j=1}^{n} (X_j = x_j \mid C = c) \cdot (C = c)
\]  
(Eq. 4)

VI. CONCLUSION

There are many advantages of using opinion mining like in many e-commerce website or blogs wherein the user gets reviews of any product or service. Opinion mining is a very vast concept and it is the base of our project. We have used the concept of opinion mining in our project on the comments given by the user. Use of Naïve Bayes Algorithm decides the polarity of the comments with the help of which expert comments are provided. The unique thing of the project is that it extracts the user comments and automatically generates expert comments. Unlike the unregistered user, the registered user gets benefit of suggestions which will be generated by the system. The suggestion is on the basis of actor and actress the user frequently searched for.
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